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ABSTRACT
An important application of affective image annotation is affective
image content analysis, which aims to automatically understand
the emotion being brought to viewers by image contents. The so-
called subjective perception issue, i.e., different viewers may have
different emotional responses to the same image, makes it difficult
to link image features with the expected perceived emotion. Due
to the ability to learn features, recent deep learning technologies
have opened a new window on affective image content analysis,
which has led to a growing demand for affective image annotation
technologies to build large reliable training datasets. This paper
proposes a novel affective image annotation technique, AffectI,
for efficiently collecting diverse and reliable emotional labels with
the estimate emotion distribution for images based on the concept
of Game With a Purpose (GWAP). AffectI features three novel
mechanisms: a selection mechanism for ensuring all emotion words
being fairly evaluated for collecting diverse and reliable labels; an
estimation mechanism for estimating the emotion distribution by
aggregating partial pairwise comparisons of the emotion words
for collecting the labels effectively and efficiently; an incentive
mechanism shows the comparison between current player and
her opponents as well as all past players to promote the interest
of players and also contributes the reliability and diversity. Our
experimental results demonstrate that AffectI is superior to existing
methods in terms of being able to collect more diverse and reliable
labels. The advantage of using GWAP for reducing the frustration
of evaluators was also confirmed through subjective evaluation.
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1 INTRODUCTION
Affective image annotation has a wide range of applications, such
as image retrieval and affective image content analysis. For image
retrieval, there are many cases in which people maywant to retrieve
an image that represents or can provoke a particular emotion. On
the other hand, affective image content analysis is an emerging
research topic aimed at automatically recognizing or understanding
the emotion evoked in the viewers by the visual contents [29].
A major challenge of affective image content analysis is how to
deal with the so-called subjective perception issue, i.e., different
viewers may have completely different emotional responses to the
same image, depending on their gender, personality, or cultural and
social background. Such subjectivity makes it difficult to link image
features with the emotion the viewer is expected to experience by
perceiving the signal [16, 25, 30]. With its ability to learn features
in an end-to-end fashion, deep learning technologies are gaining
significant attention for affective image content analysis, which
has led to a significant demand for affective image annotation
technologies required for building large reliable training datasets.

To tackle the subjective perception issue, existing learning-based
affective image content analysis methods have two main ways of
establishing image-to-label mapping, i.e., single-label learning that
assigns a single emotional label to each image, which can be used for
predicting personalized or dominant (average) emotion perception,
and multi-label learning [20], which associates multiple labels to
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each image. Althoughmulti-label learning can solvemany problems
of ambiguity in labeling, the importance or degree of different
labels is actually unequal. In other words, emotion perception is
also relative. Emotion distribution learning, which aims to learn
the degree to which each emotion is invoked by the image has been
developed [8]. To meet the requirements of those state-of-the-art
affective image content analysis technologies, a new affective image
annotation technology should be able to associate each image with
multiple labels as well as with the emotion distribution faithfully
representing the degree of emotions of a large variety of viewers.

Existing large-scale affective image datasets are constructed
mainly using images from social networks by combining natu-
ral language processing and manual labeling [2, 26, 27, 30]. For
example, the FlickrCC dataset [2] is constructed by retrieving the
Flickr creative common (CC) images with 3,000 adjective-noun
pairs (ANPs). The MVSO dataset [11] is a multilingual version of
the FlickerCC dataset. The FI dataset [27] was constructed by first
searching Flicker and Instagram with emotion keywords and then
having the weakly labeled images further labeled by 225 Amazon
Mechanical Turk (AMT) workers. Although making use of the text
information annotated to the images on the social network is effi-
cient for collecting large-scale datasets, the data collected in this
way are usually very noisy, as the emotional words included in the
text descriptions may depend on some context not really related
to the emotion being conveyed by the images. The collected labels
are biased to the high frequency emotional labels and thus lack of
diversity and quality.

In this paper, we propose a novel affective image annotation
technique AffectI, for collecting emotional labels for images based
on the concept of Game With a Purpose (GWAP). GWAP was first
proposed by Ahn and Dabbis, who developed ESP [21] game for
collecting labels for images. There are also several other existing
works similar to ESP game, such as KKB [10], Phetch [22], Peeka-
boom [23], and all tend to collect the surface semantic descriptions
of images. Karido [19] and Artigo [4] mentioned collecting the deep
semantics of images, but all these games can only collect descrip-
tions about the object in the image, such as a bag, a car, a person, or
some scenery represented by the image. To the best of our knowl-
edge, no game is currently available for affective image annotation
with multi labels as well as the emotion degree of the labels.

The proposed system in this paper mainly has three components,
i.e., selection mechanism (Figure 1.(a)) which ensures that all emo-
tion words being fairly evaluated and assists the players to select
and judge the emotion degree of words in an efficient way; estima-
tion mechanism (Figure 1.(b)) which estimates the emotion degree
of all labels from partial rank list proved by multiple players; incen-
tive mechanism (Figure 1.(c) and (d)) which shows the comparison
between current player and her opponent or all past players.

The system concentrates on efficiently collecting diverse and
reliable emotional labels for images. First, it can collect diverse
affective labels with diverse emotion degrees rather than only using
the normal emotion words with high frequency like that in the
existing work [11]. Second, the diverse emotional labels that we
collect have high reliability; the emotion distribution of all emotion
words in an emotion taxonomy (Plutchik’s Wheel of Emotions [17])
are provided; the system is thus reliable for affective image content
analysis. Third, the players only need to partially judge the emotion

degrees of small subsets in all emotion words which can decrease
the workload of players; AffectI enables players to label the images
in a way that is intuitive and with pleasure. The system is thus
efficient. The main contributions are as follows.

• Wepropose a novel affective image annotation system, namely
AffectI, which can efficiently collect reliable and diverse emo-
tional labels with emotion degrees of these labels for images.

• The selectionmechanismmakes all candidate emotion words
shown with fair opportunities and contributes the diversity
and quality of the labels; the estimationmechanism estimates
the emotion distribution of image from partial judgements
and thus contributes the reliability and efficiency.

• The incentive mechanism can encourage the player to pro-
vide labels with high quality. We also empirically find that
the past player based incentive also promote the players to
provide diverse labels.

• We construct a novel image dataset with emotion distribu-
tion resulting from our experiment which can be used for
affective image content analysis.

2 RELATEDWORK
2.1 Emotion models
There are mainly two approaches to model emotions. One is coor-
dinate based and the other is category based. Coordinate based ap-
proach uses 3D or 2D Cartesian space to represent emotions [9, 18].
Valence-arousal-dominance [18] together with its 2D version[9]
is the most widely used coordinate based model, where valence
represents the pleasantness, arousal the intensity of emotion and
dominance the degree of control. Coordinate basedmodel provides a
continuous representation to emotions and hence is mostly used for
regression tasks. Category based approach classifies emotion into a
few basic categories, such as joy, anger, fear, etc. Well known mod-
els include Ekman’s six basic emotions [7], Mikels’s eight emotions
[14] and Plutchik’s Wheel of Emotions [17] which has 8 primary
categories, each of which has three different degrees from strong to
weak. Since the existing emotion label and distribution learning all
use category based models, we adopt Plutchik’s Wheel of Emotions,
the most comprehensive category based model in AffectI.

Because an image can stimulate different emotions of varying
degrees, it is important to identify the degree of each emotion.
This is equivalent to define an emotion distribution for an image.
Predicting such emotion distribution rather than a single dominant
emotion of image has become to be the main stream of current
affective image contents analysis studies [8, 25, 28]. Probability
models are typically used to calculate emotion distribution. Two
main forms of emotion distribution are used in existing studies:
discrete distribution in category based analysis and continuous
distribution in coordinate based analysis. Since our game is based
on Plutchik’s Wheel of Emotions [17], in addition to collecting
multiple labels, we also use a probabilistic model to predict the
discrete emotional distribution of the images.

2.2 Affective image annotation
There are two main approaches for collecting emotion labels for
images. One is manual labeling [6, 12, 13], which is either done



(a). Interface of selection: selecting and displaying the candidate
emotion words fairly; a player evaluates the emotion words in
the descending order of emotion degree by dragging a line.

(b). Estimation mechanism: estimating the emotion degrees of
the 24 emotion words based on the partial rank lists provided by

multiple players.

(c). Incentive mechanism 1: game point and consistency degree
with the opponent on each image in one game round.

(d). Incentive mechanism 2: consistency degree with all past
players on eight primary emotions.

Figure 1: Overview of AffectI

offline or through crowdsourcing. The other is to utilize the text
information associated with the images [2, 26, 27, 30]. While the
text-based approach is suitable for constructing large-scale datasets,
the quality of the data is usually low since the text information
may not actually be related to the emotional perception of the
images. Various natural language processing technologies have
been employed to improve the quality of the collected data [30].
However, almost all of these automatically collected data need to
be manually post-processed finally. FI dataset [27] was obtained
through filtering 90,000 noisy images collected from Flicker and
Instagram, and 225 AMTworkers performed the filtering. Although
some qualification tests to filter workers who just want to get
paid for completing the task and do not perform the task seriously
have been designed, fatigue due to the repeated labeling tasks can
cause stress to workers, which may greatly affect their emotional
perception of the images [24]. In contrast, by using game, our
method enable players to evaluate images in a more relaxing and
enjoyable way, and hence more reliable results can be expected.

2.3 Game with A Purpose
GWAP [22] is a human-based computation technique aimed at
collecting data as a side effect of game play. The ESP game [21] is
the classic online game for collecting labels for images. When an
image is presented, two players input the words they think best
represent the image. They will be rewarded with game points if they
input the same word. To receive more points, players tend to give
easier and more generic descriptions, and therefore the diversity
of the output can be limited. To solve this problem, KissKissBan

[10] introduced a third player, who acts as a blocker by setting
blocking words to encourage more diverse labels. Karido [19] is
a cooperative online game aimed at collecting descriptive labels.
The descriptor input the text describing the target image, and the
guesser selects the image based on the description. Artigo [4] is
another game that proposed two methods of "square" and "script"
to modify ESP games to collect deep semantic labels of image. All
these existing games, however, can only collect descriptions of
the object in the image, such as a bag, a car, a person, or some
scenery represented by the image. To the best of our knowledge,
no game is currently available for collecting labels describing the
emotions evoked by images as well as the preferences of emotions.
Existing GWAP implementations usually use the game points based
on the consensus of players as the incentive [10, 19, 21, 23]. Such
an incentive may encourage the players to guess the choices of
opponents to achieve high scores instead of choosing the labels
representing their own subjective emotional perception. AffectI is
equipped with novel selection and incentive mechanisms enabling
the collection of diverse labels.

3 OUR PROPOSAL
We propose an online game for affective image annotation, AffectI,
based on the concept of GWAP, for collecting the emotional labels
from images. "I" represents both Image and "I (myself)", which
means it can identify the affects brought by images as well as the
subjective emotion perceptions of the players.

The novelty of AffectI relies on three key mechanisms originally
designed for addressing the subjective and relative perception issues



of emotion. The first is the selection mechanism, which ensures the
all emotion words being fairly evaluated and assists the players
to select and judge the emotion degrees of words in an efficient
way. The second is the estimation mechanism, i.e., which adapts the
Bradley-Terry model [3] to estimate the emotion degree of all labels
from partial rank list proved by multiple players. The third is the
incentive mechanism, which shows the comparison between current
player and her opponent or all past players and can encourage the
player to provide labels with high quality.

3.1 Framework
Figure 1 shows the overview of AffectI. A player is advised to start
with a step-by-step tutorial if she is not familiar with AffectI. The
player can choose her opponent from a list of online players, who
are either real online players or virtual players simulated from the
records of past players. Therefore, a player can play AffectI at any
time regardless of whether or not any online players are available.
Figure 1.(a) is the selection screen, where an image to be labeled
is displayed on the left, while the evaluation area is displayed in
the middle, where six words from Plutchik’s Wheel of Emotions
are presented. The player needs to click on the word that best
matches the emotion of the image and then drag the mouse to other
words in the descending order of emotion degree. The player only
needs to select the words that match the emotion of the image to
a certain degree. If there are no matching words, she can select
none of the words. After the current image is labeled successfully, a
score computed based on the consistency with the opponent will be
displayed on the top of the evaluation area, with words of praise if a
high score has been achieved. One game round includes five images,
and the player only has 20 seconds to evaluate each image. When
one game round is over, the total score will be displayed, and the
consistency of the emotion perception with that of the opponent
(Figure 1.(c)) as well as that with all past players (Figure 1.(d)) will
be visualized to enhance the player’s experience and encourage her
to play more rounds of games.

3.2 Selection Mechanism
If free word choice is allowed for annotating the images, it is un-
likely that the players will select the same words. We thus collect
the labels by asking players to select from the candidate emotion
words. AffectI uses the 24 emotion words from Plutchik’s Wheel
of Emotions [17], which is designed to help users understand the
nuances of emotion and the contrast between them. It has eight
primary emotions, anger, disgust, fear, sadness, anticipation, joy,
surprise, and trust, and each primary emotion has three strength
levels (from intense to mild).

To obtain the emotion degree of each word for an image, a naïve
solution is to let a player evaluate each word using common rating
scales, such as Semantic Differential or Likert Scales. However, it
is not easy for the players to assign an absolute degree. An alter-
native is to use pairwise comparison, which makes it easier for
players to make the decisions. However, the total number of pair-
wise comparisons of 24 words is quite large. To reduce the number
of comparisons for a player, we thus adopt a mechanism to make
the players compare a subset of emotion words and give a partial
ranking list based on the degree of emotional matching with the

image. Figure 1. (a) shows an example of the players’ selection
interface. After a number of players have labeled the same image,
we will then aggregate these sub rank lists into one whole rank list
by estimating the emotion degrees. The estimation mechanism will
be introduced in the next section.

For the subset of emotion words shown to the players, two issues
need to be solved. One is how to select the subset; the other is how
to show them. For the first issue, we need to determine the size of
the subset. According to the Magic number 7 rule (Miller’s law) [15]
for interaction design, which says that the choice should be limited
to 7± 2, we display six words in each trial. We design the following
strategy for selecting the six candidate words from all 24 emotional
words to ensure that all words can receive a fair opportunity to be
selected.

On one hand, the words with higher probability of being a label
for the image need to be suggested to facilitate the players’ selec-
tion of higher-quality words (i.e., exploitation); on the other hand,
the words that have been shown with a low frequency need to be
evaluated further to obtain a more accurate estimation of the emo-
tion degree (i.e., exploration). Therefore, our selection mechanism
is a hybrid strategy that makes a trade-off between exploitation
and exploration. Although the techniques proposed for the multi-
armed bandit problem, such as the Upper Confidence Bound (UCB)
method [1], can be somewhat useful here, our purpose is to estimate
the emotion degree for all words rather than to find the one best
word. With the UCB method, it is difficult to control the detailed
proportion of exploitation and exploration. We thus utilize the fol-
lowing specific selection rule. In the six words shown to a player,
we randomly select two words with a probability of being labeled
that is higher than a given threshold 𝜃 , which is empirically set to
0.65. This labeled probability for an emotion word to a given image
is defined as the ratio of the number of times the word is labeled by
players (regardless of the rank in the selection) to the total number
of times this emotion word is shown. We also select the four words
with the lowest frequency of being shown to the players.

One of the crucial advantages of the proposed selection mecha-
nism is that it encourages the players to annotate diverse emotions
and to provide words with diverse emotion degrees in a primary
emotion. For example, let us consider the case with the primary
emotion "joy", the intense motion "ecstasy" and the mild emotion
"serenity". If a player is asked to provide free words or select words
from the 24 emotion words, there is a high probability that she
will only select the word "joy". In contrast, in our system, because
the other two words "ecstasy" and "serenity" will also be shown to
the players with a fair frequency, these two words have a higher
probability of being selected than the probability in other systems.
Assuming that an image contains the primary emotion "joy", if the
words "ecstasy" or "serenity" are shown without the word "joy",
the player will select them; if the words "ecstasy" or "serenity"
are shown with the word "joy", the player will select them and
rank them based on the emotion degree. In summary, the chance
that these two words will be selected is improved considerably. In
contrast to only utilizing high frequency emotion words like [10],
leveraging diverse emotion words also potentially improves the
reliability of the emotional labels because it tends to represent the
affective information of the images more accurately.



3.3 Estimation Mechanism
The images shown to the players are randomly selected from the
image dataset. The same image will be evaluated with different sets
of six emotion words multiple times. As mentioned above, each
player only evaluate a subset of the emotion words. Thus, we need
a method to estimate the emotion degree for all 24 emotion words
by aggregating these partial rank lists. We employ the BT (Bradley-
Terry) model [3], which can be used to estimate the ranking scores
of all objects (emotion degree of all words) from partial pairwise
comparison labels. There are variants of BT such as CrowdBT[5]
have been proposed. The variants have different assumptions on
modeling the inconsistent options of multiple players on same
object. CrowdBT assumed that some players makemistakes because
of their ability when there are inconsistent labels. In our work, we
assume that inconsistent labels of multiple players are because of
the personal perceptions. Therefore, we adapt the BT model to
follow this assumption. Figure 1. (b) visualizes an example of the
estimated degrees of the 24 emotions for an image based on the
partial rank lists from multiple players.

For a given image 𝑎𝑘 , we have a set of players B𝑘 = {𝑏𝑥 }𝑥 who
have labeled this image. For a player 𝑏𝑥 , the six words shown to this
player for this image is determined by W𝑘

𝑥 = {𝑤𝑖𝑢 }6𝑢=1. Because
we estimate the rank list for each image independently, we omit the
subscript 𝑘 representing the image in the following formulation,
e.g., B = B𝑘 ,W𝑥 = W𝑘

𝑥 . Assuming that the player selects𝑚 words
from the six words with an order and drops the others, we can
define the obtained partial ranking list as 𝑙𝑥 = {𝑤𝑖1 ≻𝑥 · · · ≻𝑥
𝑤𝑖𝑚 ≻𝑥 𝑤𝑖 (𝑚+1) · · ·𝑤𝑖6 }. The dropped words have the same and
lowest rank; any selected word has a higher rank than a dropped
word. By traversing this ranking list, we can convert it to a set
of pairwise preference comparisons with all the combinations of
words in this list except the pairs of dropped words, i.e., C𝑥 =

{(𝑤𝑖𝑢 ≻𝑥 𝑤𝑖𝑣 ) |𝑤𝑖𝑢 ∈ W𝑥 ,𝑤𝑖𝑣 ∈ W𝑥 , 𝑖𝑢 ≤ 𝑖𝑚}. The pairwise
preference comparison by all players for the image 𝑎𝑘 is defined as
C = {C𝑥 }𝑥 .

The problem of the emotion degree estimation can be defined as
follows. Given the player set B, emotion word setW, and pairwise
preference comparison set C, we estimate the rank list 𝑙 with the
emotion degrees (rank scores) S = {𝑠𝑖 }𝑖 of all emotion words in
W, where 𝑠𝑖 is defined as the emotion degree of word𝑤𝑖 .

The detailed algorithm based on the BT model is described as
follows. The probability 𝑝 (𝑤𝑖 ≻ 𝑤 𝑗 ) that a word 𝑤𝑖 precedes a
word𝑤 𝑗 can be defined as

𝑝𝑖 𝑗 = 𝑝 (𝑤𝑖 ≻ 𝑤 𝑗 ) =
𝑒𝑠𝑖

𝑒𝑠𝑖 + 𝑒𝑠 𝑗
=

1
1 + 𝑒−(𝑠𝑖−𝑠 𝑗 )

. (1)

From the collected pairwise preference comparison set C, we
can compute the number of players that prefer 𝑤𝑖 to 𝑤 𝑗 , i.e., 𝑛𝑖 𝑗 .
We use this to compute the observed probability 𝑞𝑖 𝑗 that word𝑤𝑖

precedes word 𝑤 𝑗 , i.e., 𝑞𝑖 𝑗 = 𝑛𝑖 𝑗/(𝑛𝑖 𝑗 + 𝑛 𝑗𝑖 ). Using the observed
probability, we can estimate the emotion degree by minimizing the
following objective function:

L = −
∑
𝑖 𝑗

log
(
𝑞𝑖 𝑗𝑝𝑖 𝑗 + (1 − 𝑞𝑖 𝑗 ) (1 − 𝑝𝑖 𝑗 )

)
= −

∑
𝑖 𝑗

log
(
𝑞𝑖 𝑗

1
1 + 𝑒−(𝑠𝑖−𝑠 𝑗 )

+ (1 − 𝑞𝑖 𝑗 )
1

1 + 𝑒−(𝑠 𝑗−𝑠𝑖 )

)
.

(2)

The estimation mechanism estimates the emotion distribution
of image from partial judgements. It allows the players to quickly
evaluate small subsets of the emotion words, reduces the time costs
of players and thus is efficient. It provides a solution to aggregate
the perceptions from multiple players and thus the aggregated
emotional labels have higher reliability.

3.4 Incentive Mechanism
In AffectI, we propose two different kinds of incentives. One is based
on a comparison between the current player and her opponent,
which encourages the player to provide high-quality labels. The
other is based on a comparison between the current player and all
past players. From the empirical results, we find that more players
tend to provide diverse labels which are different from that provided
by the majority after applying this incentive.

3.4.1 Opponent-based Incentive (OI).
We show the comparisons between a player and her opponent

in two ways. One is through game points, as in existing works
[10, 19, 21, 23], and the other is a visualization of the degree of
consistency. They encourage the players to provide high-quality
labels, i.e., the accurate labels that are related to the given images.

Given the partial ranking list 𝑙𝑥 and 𝑙𝑦 of two opponent of the
players𝑏𝑥 and𝑏𝑦 to a specific image 𝑎𝑘 , we denote 𝑟𝑥𝑖 as the rank of
word𝑤𝑖 in rank list 𝑙𝑥 . Note that all unselected words have the same
rank. For each candidate word, a player can obtain a high amount
of points if she assigns the same rank to a word as her opponent,
i.e., 𝑜𝑥𝑖 = 2𝜏 , if 𝑟𝑥𝑖 = 𝑟𝑦𝑖 , or she can receive a medium number of
points if she assigns a similar rank, i.e., 𝑜𝑥𝑖 = 𝜏 , if 𝑟𝑥𝑖 = 𝑟𝑦𝑖 ± 1. 𝜏 is
an integer value controlling the scale of the points, such as 𝜏 = 5.

We also emphasize the importance of top-ranked words, as they
have a higher probability of being used as the annotation of the
given image. For details, 𝑜𝑥𝑖 = 8𝜏 , if 𝑟𝑥𝑖 = 𝑟𝑦𝑖 = 1; 𝑜𝑥𝑖 = 6𝜏 , if
𝑟𝑥𝑖 = 𝑟𝑦𝑖 = 2; 𝑜𝑥𝑖 = 4𝜏 , if 𝑟𝑥𝑖 ∈ {1, 2} and 𝑟𝑦𝑖 = 2 − 𝑟𝑥𝑖 . Finally, the
total points that a player obtains is calculated by 𝑜𝑥 =

∑
𝑖 𝑜𝑥𝑖 .

We visualize the consistency of the selection order of emotion
words between a player and the opponent. It is computed by the
Spearman Rank Correlation Coefficient 𝜌 , which is defined as 𝜌𝑘 =

1− (6∑(𝑟𝑥𝑖 − 𝑟𝑦𝑖 )2)/(𝑛3 −𝑛), where 𝑛 = 6 is the number of words
shown to the two players. For each image 𝑎𝑘 evaluated, we compute
𝜌𝑘 . 𝜌 =

∑
𝑘 𝜌𝑘 for all five images are presented at the end of each

game round. Figure 1.(c) shows an example.

3.4.2 Past Players-based Incentive (PPI).
We also visualize the matching of emotion perception of a player

with that of all past players. This is to enable the current player
to understand which emotions she is reporting consistently with
other players and which she is not. Plutchik’s Wheel of Emotion
model has eight primary emotions defined by C = {𝑐𝑧 }𝑧 . Based on
the annotations of the five images in one game round, we compute
the consistency degree of a player with all past players on each
primary emotion.

For an evaluated image 𝑎𝑘 , we have the player’s partial rank list
𝑙𝑥 for the six candidate words and the estimated full rank list 𝑙 of
all 24 words computed by the estimation mechanism described in
Section 3.3 from the annotations of all past players. We extract the
order of the six words from full rank list 𝑙 and generate the estimated



partial rank list 𝑙 only containing these words; the corresponding
rank of word𝑤𝑖 in rank list 𝑙 is defined as 𝑟𝑖 . Then, the consistency
degree for a word 𝑤𝑖 between the selection of the current player
and that of all past players is computed by 𝜙𝑘

𝑥𝑖
= 1/(1 + |𝑟𝑘

𝑥𝑖
− 𝑟𝑖

𝑘 |).
Each primary emotion has three strength levels, intense, normal

and mild, and each level in a primary emotion corresponds to an
emotionword.We thus assign aweight𝛾𝑖 ∈ {1/2, 1/3, 1/6} based on
the strength levels to each word𝑤𝑖 . The overall consistency degree
between a player 𝑏𝑥 and all past players on a primary emotion
𝑐𝑧 is computed as follows: 𝛼𝑥𝑧 =

∑
𝑤𝑖 ∈𝑐𝑧

∑5
𝑘=1 𝛾𝑖𝜙

𝑘
𝑥𝑖
/5|𝑐𝑧 |, where

𝜙𝑘
𝑥𝑖

= 0 if𝑤𝑖 is not shown in the six words for image 𝑎𝑘 . Figure 1.(d)
illustrates an example. We empirically investigate the influence
of this incentive in the experimental section and find that it can
encourage players to provide diverse labels.

4 EXPERIMENTS
4.1 Implementation
AffecI was implemented using client-server-client architecture. The
server is built with node.js and socket.io is used for communication
between clients. SQLite is used for data collection and storage. The
design of the interface mainly relies on HTML, CSS, and jQuery,
combined with processing.js for the visual display of images and
words. A sliding gesture interface is used for the selection of labels
for the easy operation on cell phones though AffectI can also be
played on desktop and laptop computers. AffectI keeps the his-
tory of past players and therefore, as introduced in Section 3.1, a
player can either choose a current online player or a virtual player
simulating a past player as the opponent.

4.2 Dataset
For comparison, we selected 60 images from the MVSO dataset
[11], which is a multilingual version of FlickerCC dataset[2] con-
structed using Adjective-Noun Pairs (ANP). ANPs, such as “beauti-
ful flower” or “sad eyes”, were retrieved by using emotional words
from Plutchik’s wheel of emotions and then selected based on the
consideration of frequency and diversity. There are more than 4,000
ANPs in MVSO with each ANP associated with multiple images. In
our experiment, seven to nine images with high web views were
selected for each of the 8 primary emotion categories. Each ANP
has the scores for the 24 emotions, and one image may be associated
to multiple ANPs. We used the average emotion scores of all ANPs
associated to an image as the emotion score. In this way, we obtain
a discrete distribution of the 24 emotions for each of the 60 images.

4.3 Experimental Design
We designed ab experiment to investigate the following questions.

• Q1. Diversity: Can the system successfully collect diverse
emotional labels with different emotion degrees compared
to the existing work?

• Q2. Reliability: What is the quality of the diverse labels
collected by our system?

• Q3. User Experience: What is the player experience when
using our system?

For the issue of efficiency of our system on collecting the labels,
because our selection and estimation mechanisms naturally allow

(a). word frequency (top-3)

(b). word frequency (top-6)

Figure 2: Diversity evaluation by the frequency of annotated
emotion words

the players to quickly evaluate small subsets of the emotion words
and provide the partial rank list. It can naturally reduce the time
costs of players and thus is efficient.

We conducted the experiment with our system. The participants
age from 22 to 35. We respectively collected the emotional labels
without or with the mechanism of Past Players based Incentive
(PPI, Section 3.4.2). For the games carried out without PPI, we
name this setting of our system as "Our-PPI". There are 163 unique
player IDs. The 60 images are labeled 1,892 times in total. From
all 1, 892 × 6 = 11, 352 emotion words shown in the games, there
are 4,479 emotion words selected to annotate the images. For the
games carried out with PPI, we name this setting of our system
as "Our+PPI". There are 67 unique player IDs. The 60 images are
labeled 710 times in total. From all 710 × 6 = 4, 260 emotion words
shown in the games, there are 1,546 labels selected to annotate the
images. The annotations in the subset of the MVSO dataset are used
as the baseline annotations.

4.4 Q1. Diversity
We compare the diversity of emotional labels collected by our sys-
tem and MVSO. First, we evaluate the diversity by calculating the
frequency of the emotion words annotated in the top-𝑘 words of
60 images for each system. It is to evaluate that whether all the 24
emotion words are appropriately used to represent the different
degree of emotions for all the images in the dataset. Figure 2.(a)
shows the result in the top-3 case and Figure 2.(b) shows the result
in the top-6 case. We group the emotion words based on the primary
emotions.

The results show that sub_MVSO mainly only use the represen-
tative word of each primary emotion and rarely use the intense and
mild emotion words. For example, for the "joy" primary emotion,
the word "joy" has much higher frequency than the intense emo-
tion word "ecstasy" and the mild emotion word "serenity" in both



Figure 3: Emotion degrees of the emotion words to an image

Figure 2.(a) and 2.(b). Figure 2.(b) also shows that sub_MVSO al-
most assigns the "joy" emotion word to 50 of 60 images in the top-6
annotations. In other words, MVSO mainly use the high frequency
emotion words in the corpus and lack of diversity.

In contrast, for both "Our-PPI" and "Our+PPI", the frequencies of
the emotion words in a primary emotion are relative uniform. The
intense and mild emotion words have more chances to be annotated
to the images. It shows that the emotion labels collected by our
system have higher diversity than those of MVSO.

Second, we evaluate the diversity on the estimated emotion
degrees of the emotion words. Figure 3 gives an example on this
type of diversity. It shows the distribution of the emotion degrees
for an image randomly selected from the 60 images. It shows that
for both Our-PPI and Our+PPI, there are obvious differences among
the emotion degrees of different emotion words for the target image.
However, for sub_MVSO, except for a few typical emotion words,
other emotion words almost have the same emotion degrees even
though they are from different primary emotions.

It is because that MVSO calculates the emotion scores of ANP
based on the number of times that the images are associated with
both ANP and emotion keywords. There is no comparisons among
the emotions. The estimated emotion degrees in MVSO thus lack
of diversity among the emotion words. Our system estimates the
emotion degrees based on the comparisons of emotion words. It
thus can assign diverse emotion degrees to the emotion words and
represent the relative degrees of the words better.

We also quantitatively evaluate the diversity on the estimated
emotion degrees of the emotion words by using an entropy-based
measurement. For an image 𝑎𝑘 , the entropy of the emotion degrees
of all emotion words is computed by ℎ𝑘 = −∑24

𝑖=1 𝑠𝑖 log 𝑠𝑖 , where 𝑠𝑖
is the emotion degree of word𝑤𝑖 . When the entropy value is high,
it means that the emotional information is more dispersed and the
emotional labels are more diverse. Figure 4 shows the distribution
of the entropy on all images for each system. It shows that both Our-
PPI and Our+PPI have higher entropy than sub_MVSO. 𝑝 < 0.05 in
the 𝑡-test on the results of each pair of the systems. The results are
statistically significant. The emotion labels collected by our system
have higher diversity on the emotional degrees.

In addition, Our+PPI has higher entropy than Our-PPI, which
shows the influence of the PPI incentive on the diversity. With the
PPI incentive, more players tend to choose the labels representing
their own subjective emotional perception. The potential reason
may be that more players are curious about how their feelings differ
from the other individuals in the majority.

As the summary of the diversity evaluation, based on the com-
parison between Our-PPI and sub_MVSO, as discussed in Section

Figure 4: The distribution of the entropy of each method on
the 24 emotions for each image.

3.3, the selection mechanism increases the diversity of emotional la-
bels by enabling the players to annotate diverse emotions; based on
the comparison of Our-PPI and Our+PPI, we find that, in addition
to the selection mechanism, adding the PPI incentive mechanism is
also beneficial for increasing the diversity of emotional labels.

4.5 Q2. Reliability
We have verified that our system can collect diverse labels with
different emotion degrees. We need to verify the reliability of these
diverse labels. Because evaluating the annotations for the images
in the entire dataset is difficult, we extracted 10 images which
have largest differences between the annotations of our system and
sub_MVSO for human evaluation on the label reliability. These 10
images were divided into three groups; each group was evaluated
anonymously by seven evaluators who had not participated in
the AffectI game. We ask the evaluators to provide inaccuracy,
neutrality, and accuracy judgments to each emotion word in the
top-6 emotion words on the basis of the emotion degrees obtained
by our systems and sub_MVSO.

Figure 5 illustrates the average accuracy and inaccuracy of the
emotion words in the top-𝑘 (𝑘 ≤ 6) emotional labels. For the emo-
tion words in top-𝑘 (𝑘 ≤ 6) emotional labels, the accuracy of our
systems are always higher, and the inaccuracy of our systems are
always lower than MVSO. MVSO mainly uses the high frequency
emotion words in the corpus which not only results in the lack of
quality, but also the lack of reliability. The emotional labels collected
by our systems can describe the affective information of the images
more accurately. Although it has shown that the labels diversity
of Our+PPI is high in Section 4.4, the label reliability of Our+PPI
is lower than Our-PPI. One of possible reasons is that Our+PPI
encourages the players to provide more personal emotion labels
which are diverse but may be inconsistent with the options of the
majority. Our+PPI still collects the labels based on the subjective
perceptions of players rather than only use the high frequency
words and thus outperforms MVSO.

We show three detailed examples in Figure 6. In the example of
Figure 6.(a), the affective information of the image includes "antic-
ipation" which is annotated by our system. On the contrary, the
emotion words such as "sadness" and "amazement" that are anno-
tated by MVSO are not prominent in the image. In the example of
Figure 6.(b), the emotional labels collected by our system such as
"apprehension" can better describe the affective information in this
image. On the contrary, the emotion labels annotated by MVSO,



Figure 5: The average accuracy and inaccuracy of the emo-
tion words in the top-𝑘 (𝑘 ≤ 6) emotional labels by our sys-
tems and sub_MVSO.

Our-PPI In. N. Acc.
anticipation 0/7 1/7 6/7
interest 0/7 4/7 3/7
joy 0/7 2/7 5/7

sub_MVSO In. N. Acc.
sadness 6/7 1/7 0/7

amazement 4/7 2/7 1/7
joy 0/7 2/7 5/7

(a). Example 1
Our-PPI In. N. Acc.

apprehension 1/7 1/7 5/7
pensiveness 1/7 3/7 3/7

grief 2/7 4/7 1/7
sub_MVSO In. N. Acc.
ecstasy 6/7 1/7 0/7
boredom 3/7 3/7 1/7

joy 6/7 1/7 0/7
(b). Example 2

Our-PPI In. N. Acc.
terror 1/7 5/7 1/7

apprehension 2/7 4/7 1/7
pensiveness 1/7 1/7 5/7
sub_MVSO In. N. Acc.
acceptance 4/7 3/7 0/7
interest 1/7 2/7 4/7
joy 4/7 2/7 1/7

(c). Example 3

Figure 6: Examples of Affective Image Annotation. In.: Inac-
curacy; N.: Neutrality; Acc.: Accuracy.

such as "ecstasy" and "joy" are not reflected in the image. In the
example of Figure 6.(c), the affective information of the image in-
cludes "pensiveness" which is annotated by our system. On the
contrary, the emotion words such as "acceptance" and "joy" that
are annotated by MVSO are not prominent in the image.

Furthermore, for the examples in Figure 6, MVSO always uses
the normal emotion words with high frequency in the corpus, such
as "joy" and "sadness"; in contrast, our system can utilize diverse
emotion words to annotate the image. It verifies that our system
can collect diverse and reliable emotional labels.

4.6 Q3. User Experience
To evaluate the user experience, We conducted a manual labeling
experiment involving 28 participants for comparison. The 60 images
were divided into 4 groups and each participant was asked to label
one group of images (15 images) manually. They were asked to
select the matching words from all of the 24 emotion words for each
of the 15 images. After the experiment, 15 players of AffectI and the
28 participants of the manual evaluation experiment were asked to

Figure 7: NASA-TLX evaluation results

fill NASA Task Load Index (NASA-TLX [5]) form. The results are
shown in Figure 7. We can find that AffectI outperforms the manual
evaluation for physical demand, performance, effort, and frustration
level. Especially, there is a significant improvement in frustration
level, which demonstrated the advantage unique to a game. On
the other hand, the result shows that AffectI has a slightly higher
mental demand. In the post-experiment interview, we found such
mental depend is related to the temporal demand, and the players
of AffectI commented that they needed to be quite concentrate
on the task given the time limit of 20 seconds for evaluating each
image. Being aware of the existence of opponent seems also having
added some mental load to the players. We did not set any time
limit for the manual evaluation and the major temporal demand
of manual labeling seems due to the pressure to select from all 24
words. Almost all participants of manual evaluation commented
that it was very tough and time consuming.

From the results of NASA Task Load Index as well as the par-
ticipants’ comments, we can conclude that by using GAWP, the
proposed method could improve user experience, and, especially,
enable them to label the images in a less frustrating way. This might
have contributed to the reliability of the collected labels mentioned
in Section 4.5.

5 CONCLUSION
In this paper, we proposed a novel affective image annotation sys-
tem, AffectI, which could efficiently collect high-quality and diverse
emotional labels together with the emotion degrees of these labels
for images. The selection mechanism makes all candidate emotion
words have fair opportunities to show and contributes the diversity
and quality of the labels; the estimation mechanism assessed the
emotion distribution of image from partial judgements and thus
contributed to the reliability and efficiency. The incentive mech-
anism encouraged the player to provide labels with high quality.
We also found that the past-player-based incentive also promote
the players to provide diverse labels. We constructed a novel image
dataset with emotion distribution resulting from our experiment
which can be used for affective image content analysis. In the future
work, we will enlarge the dataset and estimate the personalized
emotion degrees of players for images.
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